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The flow over the multi-element McDonnell Douglas configuration is computed using the k- transition/turbu-
lence model. The model is capable of calculating transition onset as part of the solution at a cost comparable to
Navier-Stokes solvers that employ two-equation models. The model is first incorporated into CFL3D and then
used to calculate flows for two angles of attack, 8 and 19 deg, at a freestream Mach number of 0.2 and a Reynolds
number of 9 X 10°. In general, good agreement is indicated for predicting transition onset and velocity profiles
over sections of the main airfoil and flap. Most of the differences between computation and experiment are in the
prediction of the extent and penetration of the slat wake at the 19-deg angle-of-attack case. Even for this case

relative differences were less than 5%.

Introduction

HE prediction of flows past high-lift configuration is an ex-

tremely difficult problem that proved to be a challenge to ex-
isting computational fluid dynamics (CFD) codes. High-lift flows
are characterized by confluent boundary layers in which multiple
shear layers interact. Thus, significant interaction takes place be-
tween the slat wake and the boundary layer on the main airfoil and
confluent boundary layer on the main airfoil and flap. These com-
plex interactions result in a flowfield that is capable of tolerating
high adverse pressure gradients without separation.

The inability of widely used Reynolds-averaged Navier-Stokes
solvers! 3 to predict high-lift flows can be traced to two important
limitations. The first is the absence of models capable of predicting
the onset and extent of transition. Methods based on the " method
or the parabolic stability equation (PSE) have yet to be integrated
into Navier-Stokes solvers.* Calculation of transition onset using
such codesrequires many inputs, many differentcodes,and an expe-
rienced person. Even when such onset is calculated, the interactive
nature of the calculationrequires an incredible amount of computer
resources. As a result, the closest thing to coupling the ¢" method
to existing Navier-Stokes solvers™S is the use of the approximate
integral method of Drela and Giles.” In addition to the preceding,
¢" methods or methods based on the PSE cannot provide any infor-
mation on the extent of transition.

The second limitation of existing codes is the inadequacy of the
turbulencemodels employed. As shown by Wilcox,? the majority of
the widely used turbulence models cannot do an adequate job cal-
culating wall-bounded shear flows without sacrificing performance
when calculating free shear layers. Thus, one major limitation of
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existing codes is their inability to calculate wake flows emanat-
ing from the slat, main element, and flaps, and their interaction
with the boundary-layer flow in an accurate manner. This short-
coming may be linked to an inadequate length-scale equation’ A
related limitation is in the calculation of nonturbulent flows. Cur-
rentproceduresrequirezeroingout productionterms in the turbulent
equations prior to the specified transition point. The resulting equa-
tions are not suited to calculate the flow response in the transitional
region.

Bertelrud'® has undertakena thoroughevaluationof existing tran-
sition prediction methods for high-lift devices. He concluded that
none of the publishedcriteriaappearto provide predictivecapability
for such flows. This is to be expected because these methods were
not designed for confluent boundary layers.

The objectof this investigationis to implementthe recently devel-
oped k-¢ transitionfurbulence model'' into CFL3D and to use the
resulting code to study flows past multielement airfoils. The model
of Ref. 11 does not suffer from the limitations just presented. Once
the transition mechanism and criteria are identified, the model pre-
dicts the onset and extent of transition and the rest of the flowfield
without having to utilize stability or boundary-layercodes.

CFL3D has been one of the most widely used codes in the cal-
culation of multielement airfoils in takeoff and landing configu-
rations. A number of investigators have used the code to calcu-
late some of the test conditions from the extensive experimental
database that has been generated. Pressure distributions, velocity
distributions, Reynolds stresses, and the onset and extent of tran-
sition regions have been documented for a wide range of angles
of attack and Reynolds numbers.!>~!¢ The database exhibits a vari-
ety of physical phenomena, which vary depending on the angle of
attack.

Formulation of the Problem

Approach

The model being implemented in CFL3D is based on a recently
developed transition/turbulence model.!! In this approach the non-
turbulent fluctuations in a fluid are treated in a manner similar to
that used in describing turbulence. The turbulent part of the model
is based on the recently developed k-¢ (enstrophy) model.!”
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What distinguishes the k-§ model from other models is that the
length-scale equation is based on the exact enstrophy (variance of
vorticity) equation, which can be derived from the Navier-Stokes
equations, and not on an empirical model equation. Thus, the model
takes into consideration the relevant physics of the flow.

Because this turbulence model is a two-equationmodel, the tran-
sition/turbulence model makes use of an eddy viscosity approach
for the nonturbulent fluctuations. The eddy viscosity for the non-
turbulent part of the flow is deduced from results of linear sta-
bility theory.!"® This is accomplished in most cases by determin-
ing the frequency of the mode with the maximum amplification
rate.

Traditionally, the transition problem has been treated as a com-
bination of two problems. The first deals with the transition extent,
given the onset, whereas the second deals with the transition onset.
One of the methods employed in calculating the extent is to replace
the turbulent viscosity by

'y, (1)

where u, is the turbulent viscosity and I" is the intermittency, or
the fraction of the time the flow is turbulent at a given location.
I" varies from 0, at onset, to 1, when the transition to turbulence
is complete. The most widely used expression for I' is that of
Dhawan and Narasimha.!® There are many ways that are being used
to specify transition onset: selection based on experiment, exper-
imental correlation, or use of stability theory. Methods based on
stability theory employ the ¢” method or a method based on the
PSE.

Even when the transition onset is specified from results of an
experiment, Eq. (1) does not perform well. One of the reasons for
this behavior is because the preceding formula does not account for
the nonturbulent fluctuations that eventually lead to transition. As a
result, the present model replaces u, by

(1 =Dypn + Ty )

where (i, represents the contribution of the nonturbulent fluctua-
tions. In the present work an expression for u,, was derived using
results from linear stability theory.

In the presentmodel the constitutivestress-strainrelations for the
nonturbulent fluctuations are derived from observed or computed
characteristics of Tollmien-Schlichting (T-S) waves. The eddy vis-
cosity ty 18 set as

n = Cppkr, C, =0.09 3)
where £ is the fluctuation kinetic energy per unit mass, p is the den-
sity, and 7 is a timescale characteristic of the type of the instability
being considered. Although the present approach makes no direct
use of stability codes, expressions for T were modeled using results
obtained from linear stability theory.

The turbulence model is based on the k-& model of Robinson and
Hassan.!” This model is free of damping and wall functions and is
coordinate independent. Furthermore, all modeled correlations are
tensorially consistent and Galilean invariant. It reproduces the cor-
rect growth rates of all free shear layers and is capable of predicting
separated flow in the presence and absence of shocks. It incorpo-
rates relevant compressibility effects and has been demonstrated for
both two- and three-dimensionalseparated flows where Morkovin’s
hypothesis is expected to hold. Thus, the model should be capable
of calculating multielement airfoils at various angles of attack and
Reynolds numbers.

For transition resulting from T-S waves,'8

T=alw “4)

where a is a model constant that depends on the freestream turbu-
lence intensity 7u, defined as

Tu =100,/ 2 (ko | 42) ()

where k,, andq., arethe freestreamkineticenergy of the fluctuations
and magnitude of freestream velocity. The model constant has the
form

a =0.095(Tu — 0.138)* + 0.01122 (6)

The quantity o is the frequency of the first mode disturbancehaving
the maximum amplification rate.

References 11 and 18 presentan expressionfor o, which requires
calculation of the displacement thickness. Because CFL3D has no
provision for calculating boundary-layerquantities, a new correla-
tion, derived from Fig. 6.13 of Ref. 20, is used. This correlation can
be expressed as

vl qe2 = 0.48Re;0'65 @)

where ¢, is the edge velocity, v is the kinematic viscosity, and
Re, is the Reynolds number based on a distance measured from
the stagnation point. The edge velocity is calculated from the as-
sumption that the pressure normal to the surface is constant within
the boundary layer. This assumption is not quite accurate for con-
fluent boundary layers. However, as is seen next, the slight inac-
curacy in calculating the edge velocity has a minimal effect on
the results. The quantity a in Eq. (6) is 1.38 times the value in
Ref. 11. This is needed to account for the differences between
Eq. (7) and Walker’s correlation?' which involves a displacement
thickness.

As is seen from Eq. (7), ® depends on the Reynolds number
and edge velocity. Thus, it accounts for both Reynolds number and
pressure gradienteffects. When this is coupled with Egs. (3) and (4),
onecansee thatthe transitionmechanismis influenced by freestream
turbulence intensity, pressure gradient, and Reynolds number—the
three factors that were deemed relevant by Bertelrud® in his study
of transition on high-lift devices.

Intermittency
The Dhawan and Narasimha expressionis given by

[ =1—exp(—0.412&%) (8)
with
& =max(x — x,,0)/A )

where A is a characteristic extent of the transitional region. An ex-
perimental correlation between A and x, is

Re;, = 9.0Re§}75 (10)

with x, being the location where turbulent spots first appear or
where skin friction is a minimum. In this work this is determined
as part of the solution. Thus, using the preceding approach the user
does not have to specify either the onset or extent of transition.
Moreover, the preceding approach can be incorporatedinto any ex-
isting CFD code with the resulting run time being slightly more
than a typical code that incorporates a two-equation turbulence
model.

Experimental and Computational Transition Criteria

Characteristics of hot films were used to infer transition for the
high-lift configurations under consideration!* Three measurements
were used to infer transition: standard deviation, skewness, and flat-
ness of the hot-film signal. The three measurements gave different
transitionalregions, and the selected onset and extentinvolved some
subjective judgment. Figure 1, which is taken from Ref. 15, illus-
trates the preceding point.

The traditional criteria for determining onset of transition are
minimum skin friction, minimum heat flux, or minimum recovery
factors for adiabatic walls. In principle, these criteria can be inferred
from hot-film data. This, however, is not available at present. Two-
equation models do not calculate skewness or flatness, whereas the
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Fig. 1 Experimental transition measurements.

standard deviation of the hot-film signal, which is not completely
reliable for high-lift configurations caused by large gradients, does
not correlate with any of the normal stresses. Thus, the present sit-
uation presents a serious problem to a model that requires selection
of a criterion for determining transition onset.

Because of the current situation, we have to resort to an indirect
approach for validating the current method. Zero skewness implies
an intermittency of % Because intermittency is calculated as part of
the solution, the location of this value of intermittency is the only
way CFD predictions can be compared with hot-film data.

Warren and Hassan'' showed that a transition onset criterion
based on the nonturbulent eddy viscosity correlates well with the
minimum skin-friction criterion for flat plates and airfoils. Accord-
ing to this criterion, onset is determined by the requirement

Ry =1/CH(w/v) =1 (11)

The need to develop a criterion like this one was a result of the fact
that during the transientphase of a CFD computationsurface deriva-
tives have a tendency to fluctuate, and the fluctuation can delay or
prevent convergence. It was found in Ref. 11 that the expression
indicated in Eq. (11) was more forgiving and, in addition, gave
accurate results. In the present problem transients are more preva-
lent. This is evident from the fact that the lift coefficient achieves a
steady value long before similar behavior is observed for the drag
coefficient.

Addition of Low-Speed Preconditioning

High-lift configurations typically contain regions of very low-
speed, separated flow. These tend to degrade the convergence of
most Navier-Stokes solvers, making it difficult to conduct a wide
array of tradeoff studiesin a reasonable amount of time. One means
of partially overcoming this convergencedegradationis through the
use of time-derivative preconditioning??~% Time-derivative pre-
conditioning modifies the eigensystem of the Euler equations such
that the wide disparity in characteristicspeeds present for low Mach
flows is reduced. This can allow uniform convergence rates inde-
pendent of the Mach number.

As part of this project, the time-derivative preconditioning strat-
egy of Weiss and Smith?® has been implemented into CFL3D. This
involves the developmentof a Roe-type flux-splitting scheme and a
diagonalizedalternating-directian implicit time-advancementstrat-
egy based on the eigenvaluesand eigenvectorsof the preconditioned
Euler system. The preconditionedRoe interface flux is presentedin
detail in Appendix A; other details were reported elsewhere2® The
resulting code, termed CFL3D-P, has been run at Mach numbers

as low as 0.0001 without losses in either stability or accuracy. The
additions caused by preconditioning scale away as the local Mach
number approaches the sonic speed.

Results and Discussion

The results presented here are for the McDonnell Douglas
30P-30N landing configuration for angles of attack o of 19 and
8 deg, freestream Mach number M., of 0.2, and a Reynolds number
of 9 X 10°. The experimental data!>~!> employed in this study and
used to validate the present model were taken in independentwind-
tunneltests. The tunnelusedis the Langley Low TurbulencePressure
Tunnel. The turbulent intensity in the tunnel was not measured in
any of the preceding experiments. Moreover, there was no attempt
to ensure that tests at a given angle of attack were two-dimensional.
Further, there was no attempt to assess wall interference effects
on o and M, . All calculations assume 7u =0.05, as indicated in
Ref. 27.

To facilitate comparison with the work of Rumsey et al., the fine
grid used in this study is that used in Ref. 2. It is a four-zone free
air grid with a freestream extension of about 15 chord lengths. The
grid has one-to-one point connectivity in order to ensure conser-
vation across boundaries and provides improved continuity of grid
spacing at zonal interfaces. The rigging designationis referred to as
30P-30N. The model has a stowed chord ¢ of 0.5588 m. The ratio
of tunnel height to chord is H/c =4.09. The slat and flap settings
are for the slat, deflection of 30 deg, gap of 2.95% c, and overhang
of —2.5% c; for the flap, deflection of 30 deg, gap of 1.27% ¢, and
overhang of 0.25% c.

In contrast to the work of Ref. 2, it was not possible to ob-
tain a solution using the fully turbulent k<-§ model, as excessive
eddy-viscosity growth in the juncture between the slat and the
main element prevented adequate convergence. A solution can be
obtained if transition is allowed on the slat, and the flow is fully
turbulent on the main airfoil and flap. For such a choice the pres-
sure distribution departs from experiment. It is possible to im-
plement the transitionturbulence model by specifying transition
onset on all three elements. The resulting pressure distribution,
lift, and drag coefficients will depend on the location of selected
points.

Because of oscillations in the initial stages of the computations,
transitionpoints were initially set. Extensive tests were conductedto
ensure that the final results were not dependent on the initial choice
of transition points. Moreover, because of lack of computer time,
limited tests were conducted to determine when it is safe to switch
to the transition criterion indicated in Eq. (11). Switchover can be
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done when the lift reaches 80-90% of the steady lift appropriate
to the selected transition points. Typically, solutions require 3000~
40001iterationsto reach steady lift and 5000-6000 iterationsto reach
steady drag. These numbers are typical of those reported in Refs. 2
and 3.

The first case to be consideredis the oo =19 deg case. This case
was the subject of detailed investigation by Rumsey et al. Figure 2
compares the pressuredistribution with experiment. As is seen from
the figure, good agreement with experiment is indicated, and the
magnitude and location of suction peaks are well predicted on all
elements. Figure 3 compares computed skin friction with available
experiment.!® Although data for the slat and flap are not avail-
able, good agreement is indicated for available data on the main
airfoil.

The predicted transition points are discussed next. Figure 4 com-
pares predictions with experiment. The circles show measured start
and end of transition. The squares indicate predicted transition on-
set, whereas the cross indicates points where the computed I' = %
Because I is an exponential function, the position where predicted
transition ends depends on whether I' =0.99, 0.995, etc. Thus, pre-
dicted end of transition is not indicated. As shown in Fig. 4, the
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Fig. 5 Locations of x/c for velocity profiles.

onset of transition on the upper surfaces of all elements is well pre-
dicted. On the slat, calculated I =% is outside the experimentally
measured region. Thus, the model is predicting a wider transition
region. Moreover, transition is predicted on the lower surface, but
the value of I' remains below 0.5. On the main airfoil I' = % is
again outside the measured transition region on the upper surface,
whereas on the lower surface the transition is predicted early. On
the flapI' = % is within the experimentally measured region on the
upper surface.

Bertelrud'® adopted the notation of n/a to denote that a definitive
start or end of transition was not observed prior to the cusps on the
slat and main airfoil or prior to the trailing edge on the flap. Thus,
no attempt was made to probe the cove regions for transition. As a
result, the predicted transition on the lower surface of the slat and
just upstream of the flap trailing edge is not in conflict with the
experiment.

The next set of comparisons involve velocity profiles at the six
locationsindicatedin Fig. 5. Figures 6a-6f compare calculated pro-
files with experiment. Figure 6a compares results at x/c =0.1075.
It is indicated in Ref. 2 that the offset velocity difference between
computationand experimentis probablyaresultof impropercalibra-
tion of experimental data at this station. A number of observations
can be made regarding velocity profiles. Although the location and
magnitude of the slat wake deficit are not well predicted, its growth
rate appears to be well predicted. In general, calculationsdo an ex-
cellent job capturing the main airfoil wake and a fair job capturing
the slat wake. Discounting the first station, relative differences be-
tween computation and experiment are well within 5%. Two main
reasons may be advanced for the observed discrepancies. A slight
misalignmentin the probe, resulting from the high dynamic pressure
in the tunnel,can help explainthe differencesbetween computedand
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Fig. 7 Slat cove vortices for o = 19 deg.
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measured velocitiesin wakeregions. The secondis aresultof the fact
that the flow over the slat is unsteady. Figure 7 shows the existence
of two vortices in the cove region. These vortices are never station-
ary, even when one undertakes a steady calculation. Thus, a time-
accurate calculation may be necessary to explain the discrepancy.

The next case to be considered is the o« =8 deg case. A third-
order-accurate Roe solver was used in generating the results for
the a =19 deg case. For the 8-deg case this scheme resulted in an
oscillationover the slat, which had no influence over the main airfoil
and flap. This was inferred through the movement of the transition
point on the upper surface of the slat over 10-12 grid points and is
likely caused by the appearance of a laminar separation bubble on
the upper surface. The calculations then employed a second-order
Roe solver. This stabilized the predicted transition point on the slat,
but had no effect on the main airfoil or flap.

Figures 8 and 9 compare the role of the numerical dissipation
on the pressure distribution on the slat and vortex structure in the
cove region. As is seen from Fig. 8, the pressure distributions in

Computed
Experimental

LRARAS LRSS RARRSQRERE RERRY |

TTTTT

LN B URE REERI

L P L 0 00 o e e e

0.2 0.6 0.8 0.9 1 T
x/c
Main airfoil Flap
-3.5
—— Computed .
o  Experimental Computed

v by e o Ve g e g e g

Experimental

0.2

0.8 0.9 1 11

Main airfoil Flap

Fig. 8 Pressure distribution for o = 8 deg.
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the coveregion are different, with the second-orderresults agreeing
better with experiment. It is further seen from Fig. 8 that pressure
measurements on the slat suggest that the flow is unsteady. Figure 9
shows that the pressure differences in the cove region are a result
of the different vortical structures there. The numerical scheme has
no influence on the pressure distribution or transition onset on the
main airfoil or flap.

Transition prediction for the 8-deg case is discussed next. Un-
less indicated otherwise, presented results use the second-orderRoe
solver. AsshowninFig. 10a, the currentmodel predictsdelayedtran-
sition on the upper surface of the slat, with I" remaining below %
Transition is predicted on the lower surface of the slat. As indicated
earlier, no attempt was made to probe cove regions. Thus, compar-
ison with experiment for this case is not possible. Figures 10b and
10c indicate that predictions are in good agreement on the main
airfoil and flap. Although the model predicts transition on the lower
surface of the flap, I" remains less than % Again, as was pointed out
earlier, this result is not in conflict with the experiment.

¢

Third-order Roe

CZERWIEC ET AL.

Figure 11 compares velocity profiles. Data are available for the
three stations on the main airfoil and the last two stations on the
flap. Again discounting the first station, good agreement is indi-
cated, with the maximum relative error on the main airfoil being
less than 3%. The penetration of the wake of the main airfoil over
the flap is slightly underpredicted. Overall, results indicate that the
slat wake is diffuse beyond x/c¢ =0.45, in good agreement with the
experiment.

A number of calculations were carried outin which transitionon-
set was assumed. We were unable to find a set of transitionpoints, in-
cluding those that were suggested by the experiment, that improved
upon the velocity profiles, which were generated when the model
was allowed to seek transition onset. This suggests that Eq. (11) is
a viable criterion for determining transition onset.

Comparison of the a =8 deg results with those of the a =19 deg
(see Figs. 2 and 8) reveals that at o =8 deg the main airfoil carries
the highest loading, followed by the flap and slat. For o =19 deg,
loading on both the main airfoil and slat increases, while loading

Second-order Roe

Fig. 9 Slat cove vortices for o = 8.
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Fig. 11 Velocity profiles for o = 8 deg.

on the flap decreases. This behavioris consistent with observations
involving three-elementairfoils.

Conclusions

The present work representsthe first successful attempt to predict
transitionalturbulent flow over a multielement airfoil geometry. In
general, good agreement is indicated in predicting transition onset
and flow velocities. The only disagreement between computation
and experimentis in the predictionof the slat wake when o = 19 deg:
its location and deficit are not well predicted, but its growth rate is.
Possible misalignment in the probe and flow unsteadiness in the
cove region may account for this discrepancy.

The level of overall agreement suggests that the k-¢ transi-
tion/turbulence model captures the essence of the complex flow
physics of this problem. This observation, together with earlier suc-
cesses, suggeststhat the model can serve as a first step in developing
new approachesfor studyingtransition. Furtherimprovementsin the
model, however, will require well-designed experiments, in which
nonintrusive measurements can be used to infer relevant flow pa-
rameters and where the condition of the flow environment is well
documented.

Appendix: “Preconditioned” Roe Interface Flux
CFL3D-P uses the Weiss-Smith preconditioning matrix,?® a
structurally simple variant of the Turkel/Choi-Merkle family
of preconditioners. Given the primitive variable vector V =
[p, u,v,w, p]' used by CFL3D-P, the preconditioning matrix G
is formed by adding a rank-one matrix to the Jacobian oU /o V':

oU
G =—+0w’ (AD)
oV

where

1
u
v ' =10,0,0,0, 1]
w
H

In this, ® is defined as

e=1lv% -1/ (A2)

ref

where

ref

U? = min[cz, max(IVIZ, K|V, |2)] (A3)

¢ is the sound speed, |V| is the velocity magnitude, V,, is a fixed
referencevelocity, K isascalingconstant,and H isthe total enthalpy
per unit mass. Expanded out, the preconditioning matrix takes the
following form:

1 0 0 0 ®

u p 0 0 Ou

G = V 0 p O Qv

w 0 O P Ow
%(u2+v2+w2) pu pv pw 1/(y —1)+6OH

(Ad)

A Roe-type scheme can be derived from the eigenvaluesand eigen-
vectors of the preconditionedequation system. For the & coordinate
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directionin a computationalspace, the interface flux may be written
as

F,

i+

=L[F(Vo) + F(Va) = GTIAIT ™ (Ve = V)] (A5)

Ll
2

o=

where T and 7! containthe rightand left eigenvectorsof the matrix
G~Y(0E/aV), A is the diagonal matrix of eigenvalues,and the tilde
notation denotes evaluation at the Roe-average state.

The Roe dissipation vector GT |A|T ™' (Vg — V) = |Ay|(Vi —
V) can be written as

|AV|(VR - VL) =
Oy
oy + k.os + o
voy + kyas + o (A6)
1”1}&4 + k:“ﬁ + oy
~‘a4 + I:‘?aS + ﬁa(, + \7057 + VT/ag - [52/(7/ - 1)]&1
where
o = (IVEl/ Dlal(Ap — Apl &) (A7)
a = (1728 (VEl/ D)t + E|(f*Ap + pcAil)  (A8)
oy = (1123 (VElI Dl + E1(f~Ap — peAi)  (A9)

o =op + 2l [ME(fF+ )] J e+ o) (A10)

os =[2/(f" + fO)le(fTon = fTas) (Al1)
a = (IVE/ Dlalp(Au — kA (A12)
o = (IVEl/ Dalp(Av — k,Ai) (A13)
as = (\VEI/ Dalp(Aw — k. Ai) (Al14)

The magnitude of the cell interface directed area is |[VE|/J; the
direction cosines are

key. =&,V (A15)

and the contravariantvelocity normal to the cell interfaceis denoted
as

i =ku+kyv+kw (A16)

The changes in primitive variables across the cell interface are de-
noted by

All=[1r -[1 (A17)

and additions caused by preconditioningare defined as follows:

(A18)
I+ ! z
fr=t 2 (A19)
M2c¢
_ i - —i
f = —W (AZO)
~ :2
== (A21)
C2
- U2,
2 Zret
Mref - 52 (A22)
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